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Project Background

The Klinck Data Centre (KDC) will be decommissioned and shut down in 2015. Vendor support for the hardware of KDC’s virtual infrastructure is expiring at the end of 2013. The renewal of the support for $600.000 per year is cost prohibitive. The same amount would allow the purchase of new hardware equivalent to what is in KDC today. Furthermore, the new hardware could be used for the next 5 years. 
UBC IT will be moving all production virtual servers and storage by the end of 2013 and all other virtual servers and storage by the end of 2015 from KDC to the new University Data Centre (UDC) in the Pharmaceutical Sciences Building. In UDC the storage is consolidated and re-organized from several storage islands to one physical and logical unit. This gives our infrastructure the scalability, performance, fault tolerance and manageability required to meet current and future needs. The storage cluster will also eliminate the need to disrupt services when hardware upgrades are required.
In Phase 1 of the project, all production data and workload will be evacuated from KDC before the service maintenance runs out. In Phase 2 of the project, all development and test data and workload will be moved.
Project Objectives & Success Criteria 

The objective of the project is to successfully evacuate all virtual machines (VMs) and data stores, then shutting down and decommissioning KDC.
The success is defined as: 

· Production VMs and data stores moved from KDC
· Development and test VMs and data stores moved from KDC
· Functionality of services offered by VMs and data stores moved to target data centre are retained as they were before the move

· Equal or better performance of VMs and data stores provided in target data centre

· Outages of services caused by the migration are kept to a minimum
Project Scope

· Phase 1

· Complete assessment of production workload and data

· Develop communication plan

· Develop migration plan of production data and workloads

· Migrate production data and workloads from KDC by 31st December 2013
· Phase 2
· Complete assessment of development and test workload and data

· Develop communication plan
· Develop migration plan of development and test data and workloads

· Migrate development and test data and workloads from KDC by the end of 2015

Milestones & Deliverables


	Project Milestones – Phase 1
	Target Date

	Complete Assessment of Production Workload and Data
	6 September 2013

	Develop Communication Plan
	29 May 2013

	Client Communication
	31 December 2013

	Develop Migration Strategy
	27 September 2013

	Develop Risk Mitigation Strategy
	27 September 2013

	Execute Migration Plan
	31 December 2013


	Project Milestones – Phase 2
	Target Date

	Complete Assessment of Development and Test Workload and Data
	6 June 2014

	Develop Communication Plan
	28 February 2014

	Client Communication
	31 December 2014

	Develop Migration Strategy
	27 June 2014

	Develop Risk Mitigation Strategy
	27 June 2014

	Execute Migration Plan
	31 December 2014


Resources

	Resource
	Description & Source

	UBC IT Systems
	Perform migration

	UBC IT NMC
	Change network configuration

	UBC IT Database group
	Assist with database moves

	UBC IT Service Centre
	Assist with monitoring of infrastructure

	UBC IT Client Service Managers
	Set expectations for service owners

	UBC IT Communications
	Communicate with service owners and UBC community

	Service, Application, and Systems owner
	Communicate to own clients and approve move
Verify list of virtual servers and data stores to be moved 

Provide appropriate outage windows
Provide virtual server shutdown and startup sequence

Validate functionality of moved environment



Project Approach

The approach that will be taken to complete the project and produce the deliverables are:

· Complete Assessment of Existing Workload and Data
· Organize workload and data based on grid, service, clients, and cluster

· Prioritize transition by client and/or service
· Develop Communication Plan
· Create and schedule the publishing of web and email based communication
· Client Communication
· Schedule information sessions to provide overview of migration plan and gather migration information
· Develop Migration Strategy
· Test migration methodologies and generate operational checklist
· Develop Risk Mitigation Strategy
· Ensure resources are available
· Execute Migration Plan
· Based on defined VM and storage structure
Assumptions
UBC IT Senior Management evaluated and agreed with the recommended approach and scope of this project.
Dependencies

	Dependency
	Impact

	
	


Constraints

	Dimension
	Constraint

	Schedule – Phase 1
	Migration of the production environment needs to be completed before the 31st of December 2013 or before manufacturer’s support runs out on Klinck data centre infrastructure


Project Risks

	Risk
	Probability
	Impact
	Response Strategy

	Service owner does not agree to move
	4 – Likely
	4 – Major
	Mitigation: No move or move to LFSC

	Service owner does not commit to migration date
	4 – Likely
	4 – Major
	Mitigation: No move or move to LFSC

	Service owner cancels last minute migration at the agreed upon date/time
	4 – Likely
	3 – Significant
	Mitigation: reschedule move

	UBC IT Systems resources are not available at the time of migration
	1 – Very Unlikely
	3 – Significant
	Avoidance: schedule backup staff


	Non-UBC IT Systems resources (NMC, DBA…) are not available at the time of migration
	1 – Very Unlikely
	3 – Significant
	Mitigation: reschedule move

	Service owners are not available to verify migrated VMs functionality
	1 – Very Unlikely
	2 – Minor
	Mitigation: verification done at a later time

	Network service interruption
	1 – Very Unlikely
	2 – Minor
	Mitigation: reschedule move

	KDC service interruption
	1 – Very Unlikely
	2 – Minor
	Mitigation: reschedule move

	UDC service Interruption
	1 – Very Unlikely
	2 – Minor
	Mitigation: reschedule move

	Power outage
	1 – Very Unlikely
	2 – Minor
	Mitigation: reschedule move

	Data migration causes service instability or service degradation 
	2 – Unlikely
	3 – Significant
	Mitigation: reschedule move


Project Organization

The following table identifies the roles and responsibilities of the project team members:
	Role
	Responsibilities

	Executive Sponsor

Mario Angers
	· Acts as the project champion and communicates project mandate to the organization

· Authorizes resources for the project

· Ultimate decision-maker for the project

· Measures and evaluates success of the project; accountable for the project benefits 

	Project Manager

Laszlo Hollander
	· Accountable for the completion of the project deliverables

· Manages the project budget and team resources

· Manages issues and risks 

· Manages changes through CAB process

· Point person for communications around the project

	UBC IT Systems Team
	· Completes and validates migration tasks
· Ensures that technical risks are identified and managed


Project Authorization

The signatures below represent an authorization to proceed with the project as defined in this Charter document including Appendices.  
	Role
	Name & Title
	Date

	Executive Sponsor
	Mario Angers, Senior Manager, UBC IT Systems

	


Appendices

Appendix A:  Detailed Project Schedule

Appendix B:  Communication Plan
[image: image4.png]INFORMATION TECHNOLOGY
6356 Agricultural Road, Vancouver, BC V6T 1Z2 | Phone: 604.822.6611 | Fax: 604.822.5116 www.it.ubc.ca





University of British Columbia - Confidential
5
[image: image2.png]INFORMATION TECHNOLOGY
6356 Agricultural Road, Vancouver, BC V6T 1Z2 | Phone: 604.822.6611 | Fax: 604.822.5116 www.it.ubc.ca





[image: image2.png][image: image3.png][image: image4.png]